50, will be treated as malpractice.

Important Note : 1. On completing your answers, compulsorily draw diagonal cross lines on the remaining blank pages.
2. Any revealing of identification, appeal to evaluator and /or equations written eg, 42+8
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Machine L_earnlng
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Note: Answer any FIVE full questio,ns,,i choosing ONE full question from each module.

Find the maximally general’ hypothems and minimally spemﬁc hypothesis for the training
examples given in the table.bélow, using candidate elimination algorithm.

Day | Sky | Air Temperature Humidity | Wind_[-Water | Forecast | Enjoy sport

1 | Sunny Normal | Strong/| Warm | Same Yes

2 | Sumny | ¢ High | Strong | Warm | Same Yes

3 | Rainy | High «{:Strong | Warm | Change No

4 |Sunny|. = High. | Strong | Cool | Change Yes
" ) (10 Marks)
Explain Li "-‘then eliminate algorithm. » (05 Marks)
List areas/dlsmphnes that have mﬂ‘aeDCed machine learning; (05 Marks)

OR »
Define machine learning. Explam the various stages: mvolved n demgmng a learning system
in brief, 4 (10 Marks)
Explain in detail, the perspectwes and issues, m machlne learnmg (05 Marks)
Explain Find S algonthm (05 Marks)
Module-2

Discuss the 1 1ssues of avoiding over: ﬁttmg data, missing Values and handling continuous data

in decision trees. , ( (09 Marks)
Derive the decision tree for the fol wing transactlQn;
TandTT(efund Marltalwstdtus Taxable Income |-C
1 | Yes gle 125K ¢
b No 100%KE=
3 70K
4 120K
5 .. Divorced 95K Yes
6 Married 60 K No
7 Divorced “ 220K No
8 Single ~ 85K Yes
9 Mamed 75K No
10 Smgle 90 K Yes
(11 Marks)
- OR
Construct the decision trees-for the following expressions:
(i) AXORB (i) Av (B AC) (06 Marks)
Explain the issues of decision tree learning. ) (06 Marks)
Explain briefly on reduced error pruning and rule post pruning. (08 Marks)
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Module-3
Discuss the perceptron training rule and delta rulew that solves the learning problem of
perceptron. ¢ (10 Marks)

List down the properties of neural networks.’ Uglﬂer what circumstances artificial neural

network will be considered for learning the »ays’tem (10 Marks)
OR% ! ki .

Explain back propagation algorithm. ~ @ (10 Marks)

What set of functions can be repres@;gted“[)y feed-forward networ (05 Marks)

What is squashing function? Wh +it 18 needed? (05 Marks)
~ Module-4

Explain and derive Brute: FerCe MAP algorithm. (10 Marks)

Explain Bayesian behcf networks and conditional ing (10 Marks)
Q} OR T,

for Maximum Likelihoodhypothesis. (10 Marks)

Explain Naive - Bayes classifier. (05 Marks)

Discuss on* Mammum Description Length Pﬂnmple (05 Marks)

d M“ﬁdule-

Explam bneﬂy on estimating hthes1s accuracy. (10 Marks)

Explain central limit theorem. p i . (04 Marks)

Explain reinforcement learning with examples. ) 7 S (06 Marks)

eighted nearest neighbor
(10 Marks)
(05 Marks)
(05 Marks)
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